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Abstract 
This paper explores the skills needed to be a data 

scientist. Specifically, we report on a mixed method 
study of a project-based data science class, where we 
evaluated student effectiveness with respect to 
dividing a project into appropriately sized modular 
tasks, which we termed task modularity. Our results 
suggest that while data science students can 
appreciate the value of task modularity, they struggle 
to achieve effective task modularity. As a first step, 
based our study, we identified six task decomposition 
best practices. However, these best practices do not 
fully address this gap of how to enable data science 
students to effectively use task modularity. We note 
that while computer science/information system 
programs typically teach modularity (e.g., the 
decomposition process and abstraction), and there 
remains a need identify a corresponding model to 
that used for computer science / information system 
students, to teach modularity to data science 
students. 
 
1. Introduction  
 

Data Science is an emerging discipline that 
combines expertise across a range of domains, 
including software development, data management 
and statistics. Data science projects typically have a 
goal to identify correlations and causal relationships, 
classify and predict events, identify patterns and 
anomalies, and infer probabilities, interest and 
sentiment [1]. Big Data is a related field, often 
thought of as a subset of data science, in that data 
science applies to large and small data sets and 
covers the end-to-end process of collecting, analyzing 
and communicating the results of the analysis. With 
the increasing ability to collect, store and analyze an 
ever-growing diversity of data that is being generated 
with increasing frequency, the field of data science is 
growing rapidly.  

As a new field, much has been written about the 
use of data science and algorithms that can generate 
useful results. Unfortunately, less has been written 
about the project skills students need to learn in order 

to be skilled data scientists [2], especially on how 
these emerging data scientists can work together on a 
data science project.  

One aspect of enabling a team to work well 
together is by having the team be able to break the 
project into modular components [3]. A modular 
approach enables the team to proceed more quickly 
and effectively [4]. Furthermore, it has also been 
noted that modularity brings increased flexibility, a 
better ability to deal with complexity and the 
accommodation of uncertainty [5]. More generally, it 
has been shown that leveraging modularity delivers 
significant benefits within many contexts, such as 
manufacturing [6] and, perhaps most commonly, 
software development [7]. 

The modularity of a solution can be considered as 
a continuum describing the degree to which the 
components of a solution can be separated, worked 
on independently, and recombined [8]. With respect 
to data science, the use of R [9] is an example of one 
aspect of leveraging modularity. The Comprehensive 
R Archive Network (CRAN) contains thousands of 
“packages”, which can be installed and loaded as 
needed. These packages enable a team to easily 
leverage modules developed by others, such as using 
an advanced machine learning module via a function 
call, and is a key aspect of modularity (and the 
growth of R).   

However, another aspect of modularity, task 
modularity, is concerned with how a data science 
team breaks down its activities into modular “chunks 
of work” that can be worked on in parallel, in a 
coordinated manner. One important benefit of task 
modularity is that it helps reduce the need to 
coordinate details of a team member’s work with 
other team members. 

Since data scientists need to work on complex 
problems, providing a framework for data science 
students to effectively use task modularity should be 
a key aspect of data science education. Unfortunately, 
there are few studies exploring team process 
effectiveness within a data science context. There has 
also been minimal research on how to best develop 
modular thinking in the students who will become the 
next generation of data science practitioners. 



However, there has been a recent study that 
demonstrated that the Kanban process methodology 
was a promising approach for collaboration and 
coordination in data science teams [10]. 
Unfortunately, that study, or any other study, did not 
explore how to help data science teams increase their 
task modularity. With this in mind, we choose to 
explore modularity within a Kanban process 
methodology context. 

Specifically, our research explores if using a 
Kanban data science project methodology improves a 
student’s ability to use modular concepts, as 
compared to the baseline situation that is how most 
data science student teams currently work, that is, 
without a well defined process methodology. Thus, 
we focused on the following research questions: 

 
RQ1: Do data science students naturally apply 
task modularity while working on a data science 
project? 
 
RQ2: Does using a Kanban process methodology 
improve modular thinking in data science 
students and lead to improved task modularity?  
 

To address our research questions, we report on a 
mixed method study that explores students using the 
Kanban process methodology and evaluates if the 
methodology impacts a student’s ability to think in a 
more modular manner.   

The rest of the paper is structured as follows. In 
Section 2, we review modularity in project 
management, software engineering, as well as in a 
data science context. Section 3 describes the 
methodology for our study. Section 4 discusses the 
findings from our study. Finally, section 5 presents a 
synthesis of our research results and section 6 
discusses limitations and possible next steps. 

  
2. Background  
 

To provide context for our exploration of task 
modularity and the Kanban process methodology, 
this section provides background on the need for 
improved data science team coordination, project 
modularity, the growing use of Kanban in the 
classroom, as well as the current research that focuses 
on data science education.   

As previously noted, one key enabler of team 
coordination is to be able to decompose a project into 
modular tasks. Because there has been minimal 
research reported on data science team collaboration 
or a data scientist’s use of task modularity, in this 
section we also explore related domains. However, it 
must be noted that while data science projects do 

have parallels to other domains, there are also 
differences as compared to these other types of 
projects. For example, Chen, Kazman & Kaziyev 
[18] argue that the use of agile techniques for data 
science is new and necessitates careful adaptation, as 
it is dramatically different from smaller, more 
traditional, data analytics efforts. Furthermore, 
compared to software development, data science 
projects have an increased focus on data, what data is 
needed and the availability, quality and timeliness of 
the data [1, 19, 20]. Thus, while there are some 
parallels to other domains, one cannot assume 
findings in those other domains will be applicable 
within a data science context. 
 
2.1. The Need for Improved Coordination 

 
Vanauer, Bohle and Hellingrath [11] noted the 

lack of an empirically grounded big data science 
methodology. Hence, not surprisingly, it has been 
observed that most data projects are managed in an 
ad hoc fashion, that is, at a low level of process 
maturity [12].  Indeed, it has been argued that data 
science projects need to focus on people, process and 
technology [13,14] and not just on algorithms used 
by data scientists.  

Thus, the need for more guidance is recognized 
with respect to how data scientists can best work 
together; for example, a Gartner Consulting report 
advocates for more careful management of the 
analysis processes, though a specific methodology is 
not identified [15]. Chen, Kazman & Matthes [16] 
studied 23 large enterprises and confirmed this gap. 
This gap is re-enforced by Espinosa and Armour 
[17], who noted that the main challenge in a data 
science project is task coordination.  

 
2.2 Task Modularity 

 
We note that the benefit of task modularity is that 

it supports complex problem-solving by enabling a 
team member to focus on smaller challenges, rather 
than needing to focus on the entire problem [21, 22]. 
When using a modular approach, one leverages a 
general set of design principles that involves breaking 
up a problem into discrete chunks [23] and “building 
a complex product or process from smaller 
subsystems that can be designed and worked on 
independently yet function together as a whole” [24].  

Hence, task modularity is likely to be import to 
data science students due to the benefits of 
decomposing tasks and allowing different team 
members to work on different aspects of the project, 
similar to what is done in software development 
projects.  In other words, enabling or improving 



modularity can provide data science students with a 
mechanism to improve team effectiveness.  

To better understand the potential importance of 
task modularity within a data science project, we first 
explore modularity in the fields of project 
management and software development. 

 
2.2.1. Modularity and Project Management. Task 
decomposition is specifically addressed in the Project 
Management Body of Knowledge, sometimes known 
as PMBOK [25]. The Project Management Body of 
Knowledge defines a work breakdown structure, 
which is “a hierarchical decomposition of the total 
scope of work to be carried out by the project team to 
accomplish the project objectives and create the 
required deliverables” [26]. In other words, in the 
project management literature, task decomposition is 
typically viewed as a linear, structured, top-down 
process for creating a hierarchy of sub-tasks. Task 
decomposition results in a hierarchical view of 
project work that includes simple operations, tasks, 
and sub-tasks. The process typically has a detailed 
series of steps focused on strategic goals, priorities, 
required resources, logical sequence, milestones, and 
eventually produces a task flowchart that shows all 
levels of project breakdown.  

While the PMBOK guidelines are useful within 
general project management for their emphasis on 
high-level goals, priorities, resources required, 
milestones, and completion criteria, this top-down, 
linear, hierarchical process may not be optimal for 
data science projects in which future tasks and goals 
are often dependent on results of previous analyses, 
and cannot be precisely specified in advance.  
 
2.2.2. Modularity and Software Engineering. In 
the earliest days of software development, 
programmers intuitively decomposed a programming 
task into modules, and programming was essentially 
a craft discipline. However, in the early 70’s, Niklaus 
Wirth described a decomposition procedure that 
aimed to identify modules of a solution whose work 
could proceed independently of other work [27] and 
was used to describe the design of systems [28]. 
Later, modularity was noted as an approach in the 
design of software products [29]. Over time, more 
formal rules evolved (e.g. structured programming, 
object-oriented analysis and design, etc.) and 
guidelines for decomposition became formalized and 
incorporated into programming tools, such as 
interactive development environments.  

This focus on work that can be done 
independently of other work is a central principle in 
the team-based task decomposition that has now been 
integrated into software development coding tools. In 

fact, the notion of modularity is central in the design 
and production of software artifacts, especially for 
large and complex projects [5]. In other words, for 
information system / computer science development 
efforts, the widespread adoption of object oriented 
languages and the diffusion of component based 
development as well other popular trends in software 
engineering means that software developers are 
exposed to modular thinking throughout their post-
secondary education as well as after graduation, 
when they then use those concepts within a software 
development context. This is very different that data 
scientists, who are often not exposed to this task 
modularity during their data science education. 

 
2.3. Data Science Education 
 

Perhaps because it is a new domain, we note that 
there has been little focus on what skills data science 
students should gain that could improve their ability 
to execute data science team projects. For example, 
there has not been significant discussion of the 
challenges that students might encounter when they 
are doing a data science project.  

However, there has been some research on 
students working on data science projects within a 
course context. For example, one study explored how 
student teams worked on data science projects using 
different methodologies [30] and a different study 
discussed a project-focused data science course [31], 
but the focus of that study was on the viability of 
using real world projects not on how the team 
actually worked together. In fact, neither of these 
efforts focused on the task modularity within a 
project, and no research has been identified that 
focuses on this topic within a data science context. 

There has also been some research published on 
the slightly more general topic of data science 
education. For example, some have focused on 
designing a data science curriculum [32,33] and 
others have focused on the overall design of an 
introductory data science course [34, 35] and yet 
another focused on data science pair-programming 
[36]. In the end, it is not surprising that it has been 
noted that there has been little research reported on 
how to educate data science students [37].   

 
2.4 Kanban in the Classroom 

 
Kanban was created for lean manufacturing, but 

has been adopted across a number of domains, 
including software development [38]. A key aspect of 
this methodology is the Kanban board, where the 
work in progress can easily be seen and tracked [39]. 
Specifically, the phases of a project are shown as 



columns on a Kanban board. Within each phase, 
there is typically a defined maximum number of 
work-in-progress tasks. Using this framework, the 
team defines a prioritized list of what to do.  Then, 
based on the number of allowed simultaneous tasks at 
each phase (column on the board), a task flows 
through the defined process. Limiting the number of 
tasks within any one phase, known as limiting work-
in-progress (WIP), helps to ensure that the team 
minimizes bottlenecks [40] and wasted effort and 
also enables agility, in that the team can quickly 
reprioritize tasks that have been proposed but not 
started. 

More specifically, the following are the key 
Kanban principles, based on Anderson’s description 
of the Kanban methodology [39]. First, visualize the 
workflow refers to splitting the work into pieces; 
writing each task on a card, putting that card on the 
board and using named columns to illustrate where 
each item is in the workflow. Making the work 
visible—along with blockers, bottlenecks and 
queues—is believed to lead to increased 
communication and collaboration.  

The other key aspect of Kanban is to limit the 
work-in-progress (WIP). By limiting how much 
unfinished work is in progress, the team can 
hopefully reduce the time it takes an item to travel 
through the Kanban system (i.e., for the task to be 
completed). This limiting of WIP can also help avoid 
problems caused by task switching.  The idea is that 
by using work-in-process limits the team can smooth 
the flow of work and make sure the team is focused 
on getting work completed as well as collect metrics 
to analyze flow. 

There is growing research demonstrating the 
benefits when student teams use a Kanban approach. 
For example, it has been empirically shown that 
Kanban provides increased motivation and project 
activity control [41].  In addition, a case study of 
students using the Kanban methodology found that 
the students who applied the Kanban principles in 
their project work perceived an increase in outcome 
success [40].  It was also found that the majority of 
the students expressed positive views about Kanban 
in their project work and appreciated its value as part 
of their university education. Others have also 
reported on the benefits of using a Kanban based 
methodology for capstone projects [42]. 

More generally, a recent study statistically 
compared the effectiveness of the Scrum and Kanban 
methods for software development projects [43] and 
found that both Scrum and Kanban lead to the 
development of successful projects, but that the 
Kanban method was better than the Scrum method.  

In terms of research on Kanban practices within a 
data science classroom context, in an experiment 
comparing several different process methodologies 
for use within a group data science project, it was 
noted that a Scrum methodology performed the worst 
due to the challenge of students being able to 
estimate task duration and Kanban performed the 
best, in part due to not requiring explicit task 
estimation [10].  

Hence, with this background in mind, our 
research focused on the task modularity skills and 
capabilities of data science students when using the 
Kanban methodology. 

 
3.  Methodology 
 

Our study examines the ability of data science 
students to use task modularity when using a Kanban 
process on a group project.  In this section, we first 
describe the context and class environment and then 
review the Kanban process used within the course. 

 
3.1. Study Context / Environment 
 

152 students in a graduate level introduction to 
data science class were put into teams to work on a 
semester long project. All students received the same 
large lecture instruction as well as weekly time in a 
smaller lab section. There were 7 lab sections in the 
course.  There were four section instructors, with 
each instructor teaching one, two or three sections. 
Students were randomly assigned to teams, which 
were comprised of four to six students per team and 
all team members were from the same section. In 
total, there were 31 teams in our study.  

While most of the students were graduate 
information system students, 13 percent were in other 
graduate programs, mainly business administration or 
public policy. The class had a broad spectrum of 
student undergraduate majors, including fields such 
as information technology, engineering, and business.  

The mixed method study explored how the 
Kanban process methodology affected modular 
thinking and task modularity across the teams via 
three complementary approaches. First, we explored 
the task modularity of the actual student projects. 
Second, we also surveyed the students on their 
perceptions of how the methodology encouraged task 
modularity. Finally, we augmented this data with 
semi-structured interviews of the section instructors.   

  
 
 
 



3.2. Kanban Process Description 
 

At the start of the project, the students received an 
explanation of the Kanban process to be used during 
their team project. This explanation typically took 
about an hour of class time (including student Q&A). 
Throughout the semester, the teams received 
feedback on their use of the methodology from their 
instructor.  

The Kanban project methodology was based on 
Kanban pipeline process management described by 
Anderson [39] and described in the previous section. 
The teams were given the freedom to define the 
columns (the different phases of the project) on their 
board that they thought were most useful, however a 
default configuration was suggested that had four 
columns: “to do”, “doing”, “validating” and “done”. 
To help define and track work, the teams used trello 
(www.trello.com), which is an online web-based tool 
for visualizing a board. 

From a task perspective, each team was asked to 
define what they wanted to investigate (i.e., tasks 
such as “link weather data to our previously collected 
data”). These ideas were all listed (in a prioritized 
order) in their “to do” column.  Then, as space 
permitted (based on the number of allowed 
simultaneous tasks at each step), a task was permitted 
to flow to the next column on the board.  In other 
words, when a task was completed within a column, 
that task got moved to the next column and so on 
across the board until the task is completed. Each 
team set their own WIP limits, and the WIP limit per 
column was typically the number of people in the 
team. 

As the board allowed (based on the work-in-
progress limits), new tasks could be started. Each 
team also decided on the size of the “chunks of 
work” (tasks to be done). However, it was explained 
to the teams that the smaller / more detailed the task, 
the easier it would be for the team to understand 
potential bottlenecks.   

Hence, the process to do a data science project 
could be thought of as a pipeline with requests 
entering one end and improved data insight coming 
out the other end. The team worked through the 
project pipeline throughout the project with no 
specific deadlines for interim deliverables. The goal 
was to make sure, at the end of the semester, that 
there was not a lot of time spent on an effort that did 
not complete (better to get a fewer number of tasks 
all the way through the pipeline). In summary, the 
key Kanban-based principles, based on Anderson’s 
description of the Kanban methodology, were 
explained to the students, and included concepts such 
as visualizing the workflow, limiting work-in-

progress and focusing on the flow of the Kanban 
board. 

 
3.3. Measuring Task Modularity 
 

One approach to measure the task modularity for 
a project that uses Kanban is to evaluate the Kanban 
board used that team. Specifically, we explored each 
board to see if each of the tasks were defined in a 
modular fashion.   

Specifically, each team’s Kanban board was 
evaluated twice. The first board evaluation was three 
weeks after the project started, and the second 
evaluation was one month later, after instructor 
coaching on task modularity. 

Two independent coders evaluated each of the 31 
Kanban boards to determine each board’s task 
modularity.   The coders were experienced data 
scientists and were provided high level guidelines to 
evaluate the tasks (e.g., evaluate the required time to 
complete the task), as well as some specific criteria to 
help evaluate the tasks (e.g., did the task have a 
clearly defined goal).  However, it was also 
recognized that determining what was a “good 
modular task” required some human judgment.  
Perhaps due to this required judgment, after training, 
the coders agreed on 85% of the coding decisions. 
Disagreements were discussed and agreed upon to 
create a final coded data set. 

In general, for Poor/low modularity, the tasks 
were either too big or too small (in terms of taking a 
reasonable amount of time to complete), and/or the 
input/outputs were not clearly defined (so, when 
reading the task, the goals of the task were difficult to 
know). An example of tasks with low modularity 
include “identify drivers for customer satisfaction”, 
which was the overall goal of the project and so was 
too vague of a task, and “compute average customer 
satisfaction”, which based on the team’s current 
status, would have taken just a couple of minutes to 
complete. 

For good/high modularity, the tasks were 
appropriate in terms of the expected scope of the task 
(ex. it would take a reasonable amount of time to 
complete). In addition, the input and outputs of that 
task were clear. An example of a task with good 
modularity was “generate a linear model for customer 
satisfaction based on our 10 identified target 
variables”. 

 
4. Findings 
 
4.1. Task Modularity for the Project 
 



As shown in Table 1, for the initial analysis, of 
the 31 teams analyzed, only two teams (6%) had 
good task modularity and 19 (61%) were rated as 
poor. While there was some improvement after 
instructor coaching, there were still only six teams 
(19%) having good task modularity. Taken together, 
we can note that many of the teams had significant 
challenges creating modular tasks.   

 
 Table 1: Task and Project level modularity 

 Initial Follow-up 

Poor 19 (61%) 11 (35%) 
Fair 10 (32%) 14 (45%) 
Good 2 (6%) 6 (19%) 

 
Furthermore, the instructor’s perceptions matched 

the findings of the analysis of the Kanban boards – 
that while there was an improvement from previous 
semesters, the students still struggled with task 
modularity. One interesting finding when getting 
feedback from the instructors was that the boards 
provided a vehicle in which the instructors were able 
to easily provide structured feedback on a student’s 
(or the student team’s) task modularity. Hence, 
within this context, instructors thought that the use of 
this process was helpful, in that students were able to 
learn via the feedback (coaching) that the instructors 
were able to provide throughout the semester. 

 
4.2. Student Perceptions   
 

At the end of the project, each student was given 
a survey to complete. Out of the 152 students, 134 
responded to the end of semester survey (88% 
response rate).  

One question asked a 5-point Likert-type question 
(the extent to which they agreed or disagreed with the 
following statement: “I think using a Kanban board 
improved the task modularity of our project”) and 
84% of the students agreed or strongly agreed with 
the statement.  Hence, the students thought that the 
methodology improved their task modularity. 

In addition, to better understand the students’ 
thinking with respect to modularity, they were also 
asked an open-ended question. Specifically, the 
survey asked, “Please provide some context / 
information on your answer to the previous question 
relating to if you thought using a Kanban board 
improved the modularity of the project”. The answers 
collected were analyzed through an iterative process 
of item surfacing, refinement and regrouping. 

 

4.2.1 Kanban Helping with Task Modularity. An 
analysis of the comments showed that most students 
(76%) understood at least some of the benefits of task 
modularity when executing their projects.  Some of 
the student comments were quite insightful, and 
clearly articulated benefits associated with breaking a 
complex project down into smaller chunks.  
Specifically, we identified four key themes noted by 
the students, each of which is described below. 
 

Smaller tasks improve understanding of the 
overall project - Students were able to articulate one 
the key benefits of modularity, that is, task 
decomposition via comments such as: 
 
“I think that the usage of trello boards really helped 
to divide the entire project into smaller tasks” 
 
“We used Trello to detail each and every task we 
worked on. For example, a task like visualization was 
split into two people where one would handle bar 
charts and maps and the other would handle scatter 
plots and heat maps. Similarly, models were also 
split.” 
 
“Everyone uploaded tasks individually which they 
thought were important and later we could discuss 
them and find out which one is actually needed”  
 

Task modularity improves overall project 
tracking - A different theme noted by students was 
that having task modularity enabled them to more 
easily track progress of their project. This was 
exemplified by comments such as: 
 
“It helped us in having a look at our progress with 
the tasks and the pending tasks” 
 
“We could focus more efficiently on the tasks in the 
to do section” 
 
“Moving completed tasks to completed section and 
proposed tasks to the to do list helped us to focus on 
a few tasks at a time in an efficient manner” 
 
“This helped us understand how well we were paced 
with the project” 
 

Modular tasks facilitate distributing the work -   
Students also realized that by decomposing the 
project into modular components, they could more 
easily divide the work across the team as noted via 
the following student comments: 
 



“Having individual tasks also helped us in the 
distribution of work among the team members” 
 
“This division of tasks also helped in distribution of 
the tasks among individual team members” 
 

Task modularity improves individual task 
tracking – The final theme noted by students was 
that using a modular approach also enabled the teams 
to more easily track the progress of individual tasks, 
exemplified by comments such as: 
 
“Moving the finished tasks to the completed section 
also helped us keep track of the status of the pending 
work” 
 
“Each team member could monitor the other persons 
work right to the very detail” 
 
“We could break up the project into multiple tasks 
and tackle them one at a time” 
 
4.2.2 Kanban Not Helping with Task Modularity. 
However, the analysis of student comments also 
showed that a number of students found it difficult to 
effectively modularize their project tasks, which was 
consistent with what was noted by the analysis of the 
actual Kanban boards (that were created within 
Trello). In reviewing student comments, 22% of the 
students articulated challenges in modularizing their 
work. These comments suggest that at least some 
students were willing to articulate the problems they 
experienced when trying to break down a complex 
project into workable chunks. Our analysis of the 
Kanban boards, described in the previous section, 
indicates that these problems were probably more 
widespread than even these comments indicate. 

Specifically, in reviewing the student comments, 
we noted two key themes relating to the Kanban 
process not being helpful with respect to modularity. 
 

Hard to divide complex tasks into chunks of 
appropriate size/scope – Knowing that it is useful to 
create subtasks is not the same as being able to create 
subtasks that are useful. This was a key challenge 
noted when evaluating the Kanban boards, and was 
also noted by several students, for example: 
 
“Our team was unsure on how to break down the 
more complex tasks, which led us to having a team 
member focus on one modeling solution at a time in a 
silo, rather than having it broken out more 
incrementally” 
 

“While trying to understand the data science 
concepts at a basic level, I don't think we internalized 
how to break them down into modules or small tasks” 
 
“It was sometimes difficult to divide your task into 
smaller chunks due to lack of proper 
communication” 
 

Similarly, a related challenge in decomposing the 
project was to have a good grasp on how large each 
module should be – being too large or too small was 
noted as being problematic: 
 
“It can help us to divide big tasks but we still face 
some problems like how to divide tasks equally” 
 
“There were times when we tried to divide up a task 
into pieces just so that people could have a task to 
move but in the end, we would either complete the 
task together or individually before comparing 
results” 
 
“Division of work looked fine on trello board, but 
implementation of the tasks on separate machines 
and then combining them was a bigger task” 
 

Process was confusing  – In addition, some 
students were confused with respect how to use the 
process. This could have been due to the combination 
of working on a difficult project, working with a 
process methodology that was new to them and 
trying to create modular components, which was also 
a new concept. Additional education and training 
might address these issues, which were typically 
noted in very general terms, such as: 
 
“[the process] actually made this process more 
confusing” 
 
“[the process] was just a burden as we did not need 
that as opposed to meeting regularly as a team” 
 
“Our group was also very small, the task assignment 
process is usually only helpful when the group is 
10+” 
 
5. Discussion 
 

From our analysis of the project boards, it is clear 
that decomposing large and complex data science 
tasks into discrete, re-combinable subtasks was a 
challenge for most of the data science students. While 
some teams did improve from their initial efforts, 
even after gaining comfort in the use of the Kanban 
process, task modularity in most teams was not as 



good as one would hope to see, since only 19% of the 
teams achieved good task modularity.  Hence, the 
evidence from our study makes it clear that 
decomposing large and complex tasks into discrete, 
re-combinable subtasks was still a challenge for 
many data science teams.  

However, it is also clear from our study that 
students did recognize the rationale for, and benefits 
of, effective decomposition of complex project tasks. 
This suggests that the challenge is not student 
motivation, but rather, that creating good modular 
sub-tasks is difficult and that the students need more 
than the training and coaching provided within the 
Kanban context. In other words, the fact that there 
were still many teams who were unable to 
decompose effectively suggests that opportunities 
remain in terms of how to best enable data science 
teams to effectively achieve task modularity.  

As a first step towards the goal of helping 
students improve task modularity, we provide some 
potential best practices for task decomposition. 
Specifically, based on our observations, we 
developed six guidelines that might help students 
improve their ability to effectively decompose data 
science projects into workable sub-tasks. These 
approaches are often complimentary in nature, in that 
they could be used in conjunction with each other to 
help in the process of task decomposition. 

Note that these six practices could be explored, 
refined and elaborated upon in future research 
investigating data science task modularity. 

Have a specific and concise task title - Since the 
task description, or title, is often how people refer to 
the task, it is important to have a well-defined task 
name. Titles should also be short and focused. It is 
helpful to start the title with a verb. The title is the 
first step to ensure everyone understands what will be 
done within the task.  

Have a well-defined goal - Ensure that the task 
has a clearly defined goal. In other words, what is the 
purpose of the task/module, and why is it important 
to complete the task? How does this module help 
create actionable insight? It is also important that 
others can easily understand the goal of the task, 
which should be suggested by the task title, but 
elaborated as needed to ensure a consistent view 
across the team of the goal of the task.  

Define task inputs and outputs - In addition to 
having a clearly defined goal, it is also important to 
clearly articulate what inputs the module needs (ex. 
data attributes columns within a data file which might 
have been generated as an output from a previous 
task, such as data cleaning). It is also important to 
clearly define the outputs that will be generated from 
the module, which might be cleaned data sets, 

visualizations or model output. By having clearly 
defined inputs and outputs, teams can achieve high 
cohesion and low coupling. 

Ensure reasonable task duration - Care should 
be given to the duration of the task. A task that will 
take one month to complete will involve significant 
work, and will lessen the impact of a modular 
approach. Similarly, it is possible to define tasks with 
durations that are too short, leading to a focus on the 
trivial and excessive task management overhead. The 
study suggests that one of the hardest challenges for 
students was to understand how to best decide on the 
granularity of the task. In essence, the challenge is to 
ensure the task is “not too big, but also, not too 
small”.  For example, one could try to use a time-
based approach, where one tries to determine the 
granularity of the task by suggesting task duration. 
However, this can be difficult to implement, since 
estimation of the time it takes to do a task is one of 
the difficulties of students when executing data 
science projects [10]. 

Ensure a logical start and end - Tasks should 
have a natural and logical start and finish, which 
could be analogous to single entry and exit in 
software modules. Based on this approach, a logical 
task can be broken into subtasks. If there are more 
than 7 (+/- 2) sub-tasks per phase, as suggested by 
PMBOK, then that task should be broken into smaller 
tasks. One keeps breaking down tasks until one 
defines a small set of subtasks. One risk in this 
approach is that one might create too many small 
tasks. 

Define accountability and responsibility - 
Every task should have a clear-cut person (or team) 
working on the task, and there should be a clearly 
defined owner of that task. In addition, every task 
should have clearly defined completion criteria. This 
approach helps to ensure clearly defined tasks that 
others can easily understand. 

 
6. Conclusion 
 

Task modularity within a data science context is a 
new area that has not previously been studied. To 
address our first research question, we note that an 
analysis of the student’s initial attempt at task 
modularity demonstrates that data science students do 
not naturally apply task modularity to their projects.  
To address our second research question, we note that 
in general, the students still had difficulty achieving 
task decomposition and task modularity, even after 
exposure to the Kanban methodology and task 
modularity coaching support by the instructors.  

Some of the challenges in achieving task 
modularity were that it was difficult to divide 



complex tasks, and many of the team’s tasks were 
perceived to be complex. In addition, those complex 
tasks were difficult to size/scope, so they often were 
either very large or very small. 

At a higher level, we note that while computer 
science/information system programs typically teach 
modularity (e.g., the decomposition process and 
abstraction along with topics such as patterns and 
components), to date, there does not seem to be a 
corresponding approach of how to teach modularity 
within a data science context. Our rules of thumb do 
not fully address this gap and there remains a need to 
improve these potential best practices and more 
importantly, identify a corresponding model to that 
used for computer science / information system 
students, to teach modularity to data science students. 

 
6.1. Potential Next Steps   

 
First, we note that the evolution within the 

software development domain is perhaps analogous 
to the task decomposition challenges facing data 
science students and practitioners today, where a 
tool-focused approach might be applicable within a 
data science context. However, data science is 
typically viewed via a data flow construct, not an 
object-oriented approach. Hence, future work needs 
to investigate the applicability of using a tool-based 
approach for modular data science efforts, but with 
the acknowledgement of how data scientists typically 
work.  

Specifically, related to exploring tools to support 
modularity, one could explore group coordination 
and decomposition tools that could be integrated with 
code modules. One such example of a group 
coordination tool is Trello (www.trello.com), which 
was used in this study and provides boards to make 
task decomposition visible. Future work could 
explore how such a team-based tool could be 
integrated within a code-based modular development 
environment, which could make task decomposition 
more focused and hence easier for data scientists and 
data science students.  

  
6.2. Limitations   

 
This mixed method study had several limitations, 

which additional research could address. For 
example, this effort leveraged graduate students. 
Junior data science professionals or undergraduate 
students might yield different results. Related to this, 
most of the students were information system 
students and it is possible participants with a different 
background, especially more computer science 
focused students, via their significant object-oriented 

programming experience, might have a better 
approach to data science task modularity. 
Furthermore, the type of data science project might 
have impacted our results, and so, additional case 
studies could be done to identify if the type of project 
impacts a student’s ability to achieve task modularity. 
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